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In this paper we characterize all convex functionals defined on certain convex sets of hermitian 
matrices and which depend only on the eigenvalues of matrices. We extend these results to 
certain classes of non-negative matrices. This is done by formulating some new characterizations 
for the spectral radius of non-negative matrices, which are of independent interest. 
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1. INTRODUCTION 

Let A be an n x n matrix with complex entries. We arrange the eigenvalues 
of A in the following order 

Re A1(A) ~ Re A2(A) ~ ... ~ Re AiA). (1.1) 

By H PI we denote the set of all n x n hermitian matrices. For A E H" the classical 
maximal characterization states 

A1(A) = max (Ax, x). (1.2) 
(X,X) = 1 

Thus A1(A) is a convex functional on H". Ky Fan extended (1.2) [4] 

(1.3) 
1= 1 (xl,xj)=6/j i= 1 

In particular L~= 1 Aj(A) is a convex functional on H". A function 

t/>: A -+ IR{A s; H,,) (1.4) 

is called a spectral function if 

t/>(A) = F(A1(A), ... , A/I(A», F:X -+ IR, X s; IR~. (1.5) 
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Here IR.'~ consists of all vectors (Xl' .•. , X n), Xl ~ X 2 ~ ... ~ x n • In Section 2 
ofthis paper we characterize all F for which ljJ is a convex functional on A. It 
turns out that F must be convex on X and F Schur's order preserving [13], 
i.e. 

F(oc) ~ F(P) if oc = (oc l , ... , ocn) < P = (P., ... , Pn), (1.6) 

k k 

L oc. ~ L Pi' k = 1, ... , n-1, (1.7) 
i= • i= • 

n n 
L OCi = L Pi' (1.8) 

i= • i= 1 

In the rest of the paper we establish similar results for certain classes of non
negative matrices. Let A be an n x n non-negative matrix. As usual denote 
by r(A) the spectral radius of A. Contrary to the symmetric case r(A) = A,.(A) 
is not in general a convex function on non-negative matrices. Consider, for 
example, 

r(A) = -J~, e ~ o. (1.9) 

Recently, Cohen [2] proved that r(A + D) is convex on Dn - the set of n x n 
diagonal matrices. By us1ng the general result of Kingman [12] one can show 
that log r(e D A) is convex on Dn(A ~ O}-which is similar to Cohen's theorem. 
In both cases it is virtually impossible to characterize the strict convexity 
cases. (Some special cases were discussed in [1] ) We were able to characterize 
the strict convexity cases by giving new characterizations of the spectral 
radius of non-negative matrices. These characterizations extend the Donsker
Varadhan variational formula [3] and provide tis with a unified proof of the 
convexity of the functionals r(A + D) and log r(e D A) on Dn. Also if A-I is an 
M-matrix we get that r(DA) is convex on D: -the subset of non-negative 
matrices in Dn. This result is stronger than the convexity oflog r(e D A). 

In Section 5 we show how the results of Section 2 can be extended to the 
non-symmetric case by assuming that A is a totally positive matrix of order 
j(T~). We shall state our results in case that A is a TP'( = TPn) matrix. That 
is all minors of A (of all orders) are non-negative. In that case we have 

A,.(eD A) ~ A,2(eD A) ~ ... ~ A,n(eD A) ~ 0, DE Dn. (1.10) 

If A is non-singular then the last inequality is strict. Let 

ljJ(D) = F(log A,1(eD A), ... , log A,n(eD A». (1.11) 

Then q, is convex on A c Dn ifand only if F is convex on X and Schur's order 
preserving. 

We remark that the results in Section 2 hold for symmetric compact 
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operators in Hilbert space. The results of Section 3-5 can be extended to 
appropriate integral operators, for example, as it was pointed out in [6]. 

2. CONVEX FUNCTIONS ON THE SPECTRUM OF 
HERMITIAN MATRICES 

Let A be an n x n hermitian matrix. We can view A as a self adjoint operator 
on Cn endowed with the standard inner product 

(X, y) = y·x, X, ye Cn
• (2,1) 

Since the eigenvalues of A are real we arrange them in the decreasing order 

A,.(A) ~ ... ~ A,n(A). (2.2) 

Denote by ~1' ... , ~n the corresponding set of orthonormal eigen-vectors 
of A 

(2.3) 

Let Hn denote the set of all n x n hermitian matrices. Since A,1(A) has the 
maximal characterization 

A,1 (A) = max (Ax, x), 
(X.X) = • 

A.I(A) is a convex function on Hn. More generally we have [5] 

THEOREM 2.1 Let {oc,}n be a decreasing sequence of real numbers 

oc. ;?; OC2 ;?; .,. ;?; IXn' 

Thenfor any A belonging to Hn 
n n 

L oc,A,i(A) = max L IXi(Axi' x,). 
,= 1 (X,.Xj) = 6'jl.)= 1 ..... n ,= 1 

Assume that the equality sign holds for some Xl' .. " x n' Let 

(2.4) 

(2.5) 

oc 1 = ... = OCil > OCil + 1 = ... = OCi2 > ... > OCi ,._I+l = ... = IXi,. = OCn ' (2.6) 

Then there exists an orthonormal eigensystem of A such that the following 
subspaces coincide 

[~ij+ l' ... , ~'j+l] = [X'j+ l' ... , X'J+ I]' j = 0, ... , r-l, (io = 0). (~,7) 

The characterization (2.5) in the case that OC I = ... = oc, = 1, ocf+ 1 = ... = ocn 

= 0 was established by Fan [4]. 
In particular 

n 

q,(A) = L oc,A,,(A) (2.8) 
1=1 

is a convex functional on H n if (2.4) is satisfied. That is 

4>(cA+(l-c)B) ~ c4>(A)+(l-c)4>(B),A, BeHn,O ~ c ~ 1. (2.9) 
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We now are ready to state the problem which we solve in this section. A 
function 

4>: A -+ IR, A c H n 

is called a spectral function if 

4>(A) = F(AI (A), ... , AnCA». 

(2.10) 

That is 4> is defined on the spectrum of A. Our problem is to characterize all 
convex spectral functions on A. Thus, we shall assume that A is convex. 
More restrictions on A will be specified later. To answer this problem we 
introduce some notation and definitions. Let cx = (cx 1, ••• , cxn) and P = (PI' ... , 
Pn) be two vectors satisfying (2.4). Ac~ording to [8, Sec. 2.18] cx is majorized 
by {3, which is denoted by cx < {3, if 

k = 1, ... , n-l, (2.12) 
j= 1 i= 1 

n n 

I CX j = I {3j' (2.13) 
j= I 1= 1 

Denote 

A(A) = (AI (A), ... , An(A». (2.14) 

From Theorem 2.1 we obtain 

LEMMA 2.1 Let A, BE Hn. Then 

A(A + B) < A(A) + A(B). (2.15) 

Moreover, 

A(A + B) = A(A) + A(B) (2.16) 

if and only A and B have a common eigenvector system 

A~j = Aj(A)~" B~, = Ai(B)~" (~j, ~j) = (jji' i,j = 1, ... , n. (2.17) 

Proof Let 

(A + B)~, = A,(A + B)~" (~i' ~j) = (jji' i,j = 1, ... , n. (2.18) 

So for any cx = (cx l , ... , cxn) which satisfies (2.4) we get 
n n n n 

I cx,A,(A + B) = I cxj«A + B)~" ~j) ~ I CXjAi(A) + I cxjAj(B): (2.19) 
1=1 j=l 1=1 '=1 

This establishes (2.15). Suppose that (2.16) holds. Then we must have 
n n n n 

I CXjAi(A) = I CX,(A~i' ~,), I CXiAi(B) = I cx,(B~" ~j)' (2.20) 
'=1 '=1 j=1 1=1 

for any CX I ~ CX 2 ~ ... ~ CXn. Choose CXi = n- i. Then the equalities (2.7) imply 
(2.17). This conclusion is in fact is stated in Theorem 3.1 in [5]. 
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Let IR~ be as defined in the Introduction. Clearly 

Let 
A: H n -+ IR~ (A(A) = (AI (A), ... , An(A))). (2.21) 

A(A) = X. (2.22) 

Thus the function F in terms of which </> is constructed satisfies F: X -+ IR. 
Let D n be the set of all n x n real diagonal matrices and D 1 the set or" all 

diagonal matrices n 

D(cx) = diag{cx 1, ... , cxn }, cx 1 ~ cx2 ~ ... ~ cxn. (2.23) 
Given X £; IR.~ we require that A should be of the form 

A = A - I(X). (2.24) 
In what follows we shall assume that X is of the following type. 

DEFINITION 2.1 
convex and 

Let X £; IR.~. The set X is called strongly convex if X is 

if P E X, cx < {3, then cx E X. (2.25) 

Indee.d, suppose that P E X, then D(fJ) EA. Thus the convexity of A implies 
that X IS convex. Let D(f3) E A and P be a permutation matrix. Denote by 
p T the transpose of P. So 

PD(f3)pT EA. (2.26) 
The classical result of [8, sec. 2.19] implies that if cx < f3 then 

k k 

D(cx) = I al~D(f3)Pt, aj > 0, i = 1, ... , k, I aj = 1, (2.27) 
i= 1 i= 1 

for some permutation matrices PI' ... , ~. Thus D(cx) E A and X satisfies (2.25). 

THEOREM 2.2 Let X be a strongly convex set in IR.~ which contains at least 
one point cx, 

CX 1 > cx2 > ... > cxn· (2.28) 
Let F: X -+ IR. Assume that FE C(1)(X). Consider a spectral function 4>: A -+ 

IR(A c Hn) where </> and A are given by (2.11) and (2.24) accordingly. Then 4> 
is convex on A if and only ifF is convex on X and 

of of of 
-(cx) ~ -(cx) ~ .:. ~ -(cx) (2.29) oX I oX2 oXn 

for any cx E X. Moreover,</> is strictly convex on A, i.e. 

</>(cA+(1-c)B) < c</>(A)+(1-c)4>(B),A 1= B,O < c < 1, (2.30) 
if and only ifF is strictly convex on X and 

of of 
- (cx) > -- (cx) if cx, > CXi+ l' (2.31) oXj OX j + I 
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To prove the theorem we need the following theorem of Ostrowski [13] 
(Theorems VII and VIII). 

THEOREM 2.3 Let X and F satisfy the assumptions of Theorem 2.2. Then F 
satisfies (2.29) if and only if 

F(/X) ~ F(fJ) if /X < 13. (2.32) 

Moreover 

F(/X) < F(f3) if /X<f3 and /X =1=13 (2.33) 

if and only if the condition (2.31) holds. 

Proof of Theorem 2.2. Assume first that F is convex on X. So if l(A), 
l(B) E X then 

F ( .l.(A) i .l.(B») .;; !(F(.l.( A)) + F( .l.(B»). (2.34) 

According to Theorem 2.3, the assumption (2.29) implies 

F(.l.(A; B») .;; FC(A)i J.(B») (2.35) 

by the virtue of(2.15). This shows that cp is convex on A. Assume furthermore 
that F is strictly convex on X. So if l(A) =1= l(B) the inequality sign holds in 
(2.34). This implies (2.30). Suppose that l(A) = l(B) but A =1= B. According 
to Lemma 2.1 l(A + B) =1= (l(A) + l(B». So the additional assumption (2.31) 
yields the inequality sign in (2.35) according to Theorem 2.3. This manifests 
that cp is strictly convex on A. Assume now that cp is convex on A. In particular 
cp is convex on D~ n A. This immediately implies that F is convex on X. 
Furthermore if cP is strictly convex then F is strictly convex. Let 13 EX. So 
D(fJ) E A. Assume that /X < 13. Then D(/X) E A. The classical result of (8, sec. 
2.19] states that 

Gf3 = a., (2.36) 

where G is some doubly stochastic matrix. The Birkhoff theorem implies 
k 

G = L a,P" at> 0, L a, = 1 (2.37) ,= 1 i= 1 

and ~ is a permutation matrix. Therefore (2.27) holds. So the convexity of cP 
implies 

k 

cp(D(/X» ~ L a i cp(~ D(f3)~T) = cp(D(f3», (2.38) 
,= 1 

which is equivalent to (2.32). Now (2.29) follows from Theorem 2.3. Assume 
furthermore that cp is strictly convex. Then we must have (2.33) which implies 
(2.31) according to Theorem 2.3. The proof of the theorem is concluded. 
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A c Hm , m > n. (2.39) 
When we can define cp: A -+ IR. by (2.11). That is cp does not depend on 
In+l(A), ... , lm(A), i.e. 8F/8x j = 0 for i > n. In that case Theorem 2.2 reads: 

COROLLARY 2.1 Let the assumptions of Theorem 2.2 hold except that we 
have (2.39). Then cp is convex on A if and only ifF is convex on X, the inequalities 
(2.29) hold and in addition 

8F 
-a (/X) ~ 0, 

Xn 
/xEX. 

3. SOME CHARACTERIZATIONS OF THE SPECTRAL 
RADIUS 

(2.40) 

Let A be an n x n non-negative matrix such that there exists two positive 
vectors u, v satisfying 

Au = r(A)u, AT v = r(A)v, uT = (u 1, ••• , un) > 0, VT = (VI' ... , VJ > O. (3.1) 
Assume the normalization 

n 

L u,v, = 1. 
'=1 

(3.2) 

Let Pn be the set of probability vectors 

P,. = {/XI/X = (/Xl' ... , /Xn), /Xi ~ 0, ± /x, = I}. ,= 1 
(3.3) 

In [6, Sec. 3] it was shown 

THEOREM 3.1 Let A be an n x n non-negative irreducible matrix haVing 
positive entries on the diagonal (or fully indecomposable, see Remark 3.3 in [6]). 
Thenfor any /X EPn , with positive entries (/X, > 0), thefunctionf(x) = L~= 1 /X, 
log (Ax) Jx, has a unique critical point ~ = (~1' ... , ~n) in the interior point of 
Pn(~' > 0) which must satisfy 

. ~ (Ax), ~ (A~), 
mm i.J /x, log-- = i.J /X,log--. 
x>o '=1 x, '=1 ~, 

Thus, if /X is chosen to be 

/X = (u 1 VI' ... , unvn), 
where u and v satisfy (3.1H3.2) then 

n (Ax), n (Au), L u, v, log -- ~ L u, v, log -- = log r(A), ,= 1 x, ,= 1 U, 

21 

(3.4) 

(3.5) 

(3.6) . 
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since x = u is a minimal point off(x). 

From Theorem 3.1 we get 

THEOREM 3.2 Let A be an n x n non-negative matrix such that r(A) > O. Then 

. ~ I (AX)i I (A) (37) sup mf i..J ai og-- = og r . . 
ClePn x>O 1= 1 Xi 

Suppose that there exists a positive vector u satisfying (3.1). Assume that 

Then the vector v 

. f ~ I (AX)i I ) m i..J ai og-- = og r(A. 
x>Oi=l Xi 

(3.8) 

vT = (adu 1, ... , aJun) (3.9) 

fulfills (3.1). In particular if A is irreducible then a is unique and given by (3.5). 

Proof As the left-hand side of (3.7) is a continuous function of A it is 
enough to prove (3.7) for A positive. Let u > 0 be the corresponding eigen-
vector of A. So ~ 

n (Ax). n (Au). 
inf I a, log __ I ~ I a

i 
log __ I = log r(A) 

x>O i=1 Xi 1=1 u1 

for any a such that I? = 1 ai = 1. Thus 

. ~ (AX)j I (A) sup mf i..J ai log-- ~ og r . 
ClePn x>Oi=1 Xi 

The above inequality together with (3.6) yields (3.7). Suppose that (3.8) holds. 
If u > 0 satisfies (3.1) then x = u is a minimal point for f(x) = I~= 1 ai log 
(AX)JXi' SO 

af I ~ a i aij a j I (A) - 1 ~ - 1 - 1 0=- = i..J ---- = r i..J a,u, aij-ajuj . 
aXj x=u i=1 (AX)i Xj x=u i=1 

This shows that v given by (3.9) is a left eigenvector of A corresponding to 
r(A). If A is irreducible, then u and v are unique up to a mUltiple of a positive 
scalar. Thus a is of the form (3.5) and since a E Pn , a unique. The proof of the 
theorem is completed. 

We now bring an extended version of Theorem 3.2 which includes (3.7) and 
the Donsker-Varadhan characterization [3] as its special cases. 

THEOREM 3.3· Let '1': IR -4 IR be a continuous convex function on IR. Define 
<I»:IR+ -4 IR 

<l>(X) = 'I'(log x). (3.10) 

Let A be an n x n non-negative matrix such that r(A) > O. Assume 

'I"(log r(A» ~ O. (3.11) 
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sup inf i: a.<I»(AX)I) = <l>(r(A», 
ClePn x>Oi=1 I x, (3.12) 

Assume that the inequality sign holds in (3.11) and suppose that there exists a 
positive vector u satisfying (3.1). If 

inf ± a,<l»(AX)I) = <I»(r(A», (3.13) 
x>Oi=1 x, 

then the vector v (3.9) satisfies (3.1). In particular if A is irreducible then a is 
unique and given by (3.5). 

Proof Let to = log r(A), 'I"(to) = s. Then the convexity of 'I' implies 

'I'(t) ~ 'I'(to) +(t - to)'I"(to). 
So 

.± aj<l»(AX)I) ~ <I»(r(A»-s log r(A)+s ± a
i 
log (AX)i, a E P

n
• (3.14) 

,= 1 Xi 1= 1 Xi 
As s ~ 0 from Theorem 3.2 and the above inequality we get 

sup inf ± ai<l»(AX)i) ~ <I»(r(A». (3.15) 
ClePn x>Oi=l Xi 

Since <I» is con~inuous we may assume that A is positive. By choosing X = u 
the left-hand SIde of (3.15) we deduce an opposite inequality of (3.15). This 
establishes (3.12). In case the s > 0 we use the arguments of Theorem 3.2 
to analyze the equality (3.13). End of proof. 

Letting "'(x) = eX in Theorem 3.3 we obtain the Donsker-Varadhan 
characterization [3]. 

COROLLARY 3.1 Let the assumptions of Theorem 3.2 hold. Then 

n (Ax) 
sup inf L a, _-, = r(A). 
ClePn x>O 1=1 X, 

(3.16) 

Suppose that 

n (Ax) 
inf L a, __ i = r(A). 

x>OI=l x, (3.17) 

If A has a positive eigenvector u then the conclusions of Theorem 3.2 apply. 

Recall the classical characterization due to Wielandt [14] 

inf max (Ax), = r(A) 
x>O 1 ~I~n XI (3.18) 

for any non-negative A. Assume that <I» is an increasing function of X on IR + . 
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" (AX),) . ( (AX),) inf sup L (X.tI» -- = mf tI» max--
x>O llePn '= 1 I X, x>O 1 ~,~" X, 

(
. (AX)i) = tI» mf max -- = tI»(r(A». 

x>O 1 ~,~" X, 

(3.19) 

Thus if tI» is increasing and satisfies the assumptions of Theorem 3.3 then 
we can interchange sup with infin (3.12). The characterization (3.19) is com
pletely equivalent to the Wielandt characterization (3.18) while (3.12) seems 
to be a deeper characterization. 

Let A be a non-negative and non-singular. Assume furthermore that A-I 
is an M -matrix, i.e. the off-diagonal elements of A-I are non-positive. 
Following [6] we bring another characterization ofr(A). 

THEOREM 3.4 Let A be a non-negative and non-singular matrix such that A-I 

is an M -matrix. Then 
" x. 1 

inf sup L (X,-'- = -. (3.20) 
lleP

n 
x> 0'= 1 (Ax), r(A) 

Assume that there exists a positive vector u satisfying (3.1) and suppose 

" x, 1 sup L (X,- = -. (3.21) 
x>O'=1 (Ax), r(A) 

Then v given by (3.9) satisfies (3.1). In particular if A is irreducible then (X is 
unique and given by (3.5). 

Proof We have available the representation 
A-I = r I - B, B ~ 0, r > r(B) (3.22) 

and B is reducible if and only if A is reducible (e.g. [9, chap. 8]). Again, as in 
the proof of Theorem 3.2 one may assume that B is positive. By letting X to 
be equal to the positive eigenvector u of A we immediately deduce 

" x. 1 
inf sup .L (Xi (A ') ~ r(A)' (3.23) 

llePn x>O ,=1 X I 

Let (X be given by (3.5). Obviously for any X > 0 and y = Ax 
" X, " (A -1 y), " (By), L u,v,-- = L u,vi = r- L u,v,--. (3.24) 

'=1 (Ax), i=1 y, '=1 y, 

From Corollary 3.1 it follows 
" (By), L Ui v, -- ~ r(B). 

1=1 y, 
(3.25) 
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So 

"Xi 1 I u,v,-- ~ r-r(B) = - (3.26) 
'=1 (Ax), r(A) 

and the equality sign holds if X = u. This establishes (3.20). The equality 
(3.21) is analyzed in the same way as in Theorem 3.2. 

Remark 3.1 Theorem 3.4 does not hold for arbitrary non-negative 
matrices, take for example A to be a permutation matrix P =1= I. Therefore 
Theorem 3.4 is not a special case of Theorem 3.3. 

4. CONVEXITY PROPERTIES OF THE SPECTRAL RADIUS 

Let A be an n x n non-negative matrix. Consider the matrix A + D, D E D". 
Assume that the eigenvalues of A + D arranged in the order 

Re Al(A) ~ Re A2(A) ~ ... ~ Re A,,(A). (4.1) 

Let 

p(D) = AI(A+D). (4.2) 

We claim that p(D) is real. If D is non-negative this fact is a consequence of 
• the Perron-Frobenius theorem. For an arbitrary D consider A + D + aI 

Ak(A + D + aI) = Ak(A + D) + a, k = 1, ... , n. (4.3) 

Thus if a is big enough, A + D + al ~ 0 and (4.3) implies that p(D) is real. 
Moreover by considering the matrix B = A + D + al and using the Donsker
Varadhan characterization for B we get the following characterization for 
p(D) 

p(D) = sup L 1(D, (X). (4.4) 
(JIePn 

Here L1(D, ex) is a linear functional on D" 

~ ~ (Ax), 
L 1(D, (X) = i...J (X,d, + inf i...J ex, --, ,= 1 x> 0 i = 1 x, 

(4.5) 

(X = (ex l , ... , (X,,), D = diag{d l , ... , dIll. 
It is a standard fact that (4.4) and (4.5) imply the convexity ~f p(D) on the 
set D". More precisely we have: 

THEOREM 4.1 Let A be afixed n x n non-negative matrix. Assume that p(D). 
DE D", is given by (4.2). Then p(D) is a convex functional on D". 

p((D 1 + D 2)/2) ~ (p(D I) + p(D 2»/2. (4.6) 

Moreover if A is irreducible then the equality sign holds in (4.6) if and only if 
D2 -Dl = al (4.7) 

for some a. 
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Proof As we pointed out (4.6) is a consequence of (4.4). So it is enough to 

analyze the equality case. Let 
Al = A+(D

1 
+ Dz)/2, A1u = r1u, AI v = r1v, r1 = P«DI + Dz)/2). (4.8) 

As A is irreducible we may assume that u, v > 0 and the normalization (3.2) 

hdlds. Let /X be given by (3.5). So 
n (A 1x)i ~ (A 1u)1 

L 1«D1 +Dz)/2,/X) = inf L /X,-- = i..J /X,-- = r1· 
x>Oi=1 x, '=1 u, 

(4.9) 

Applying the results of Section 3 in [6] for the function 
n (Bx)j 

f(x, B) = L /X,-, (4.10) 
'=1 Xi 

where B + bI is irreducible matrix, for some positive b, we deduce thatI(x, B) 
has a unique critical point in the interior of Pn which must be the minimum 
point (f(x) = + 00 on the boundary of Pn)' The equality sign in (4.6) implies 

L 1(D 1
, /X) = p(D 1), L 1(D z, /X) = p(D z). (4.11) 

That is 
f(x A+D

1
) ~ f(u,A+D 1) = p(D1),f(x,A+Dz) ~ f(u,A+D 2 ) = p(D z)· 

, (4.12) 

The uniqueness of the minimal point off(X, B) implies 

(A+Dl)U = p(D1)u, (A+Dz)u = p(Dz)u. (4.13) 

As U > 0 (4.7) follows the above equality. The proof of the theorem is 

completed. . 
The inequality (4.6) was established by Cohen in [2]. (Consul~ [1] for ~arhal 

cases of (4.6).) The equality case for an irreducible A was conjectured III [2]. 
Let A be a non-negative matrix such that r(A) > O. Clearly, for any 

DE Dn , r(eD A) is also positive. Define 
R(D) = log r(e D A). (4.14) 

According to Theorem 3.2, 
R(D) = sup Lz(D, /X), (4.15) 

l%ePn 

where 
n • n (Ax)1 

L
2
(D, /X) = L /X.d· + mf L /XI log -. (4.16) 

i=1 I I x>Oi=1 Xi 

Combining (4.15) and (4.16) and using the uniqueness result stated in Theorem 

3.1 as in the proof of Theorem 4.1 we deduce. 

THEOREM 4.2 Let A be a fixed n x n non-negative matrix having a positive 
spectral radius. Assume that R(D) is given by (4.14). Then R(D) is a convex 
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functional on D n • 

(4.17) 

Moreover if A is irreducible and the diagonal entries of A are positive (or A is 
fully indecomposable) then the equality sign holds in (4.17) if and only if(4.7) 
holds for some a. 

The inequality (4.17) follows easily from the Kingman's result [12]. Indeed, 
since each entry of eD A is log convex on Dn then Kingman's theorem implies 
that r(eD A) is also log convex. However, the equality case in (4.17) cannot be 
analyzed by the methods given in [12]. 

Assume that A, BE H n and furthermore A is positive definite «Ax, x) > 0 
for x =1= 0). Then BA is similar to A 1/zBA I /Z• This shows that A,1(BA) is a 
convex functional on H n for a fixed positive definite A. If in addition A has 
non-negative entries then A,l(DA) is convex on Dn. This result does not apply 
in general for non-negative matrices. For example, take A to be a permutation 
matrix P =1= I. Ho.wever, A,l(DA) is convex on D: -the set of n x n non
negative diagonal matrices if A-I is an M -matrix. 

THEOREM 4.3 Let A-I be an M-matrix. Then r(DA) is a convexfunctional on 
• D+ n • 

(4.18) 

Moreover if A is irreducible then the equality sign in (4.18) holds if and only if 

D2 = aDI (4.19) 

for some positive a provided that D 1 or D 2 have positive diagonal elements.· 

Proof Using the continuity argument we may assume that in the de
composition (3.22) B is positive (irreducible), i.e. A is positive (irreducible). 
Thus if all diagonal elements of Do = diag{d?, ... , d~} are positive then DoA 
is positive (irreducible). According to the Perron-Frobenius theorem r(Do A) 
is a simple root of the det(A,I - Do A) = O. By the implicit function theorem 
r(DA) is an analytic function of D in the neighbourhood of Do. Then the 
convexity of r(DA) would follow if we show that 

r(DA) ~ r(DoA)+ ± (di-d~O» ar~DdA) I ' (4.20) 
1= 1 U i DO 

for any Do with positive diagonal elements. Let e, "I be the eigenvectors 
corresponding to DoA and ATDo 

DoAe = r(DoA)" ATDo'1 = r(DoA)'1, 0 < e = ('1' ... , en), (4.21) 
n 

o < "I = ("II' ... , "In), L 'I'll = 1. 
1= 1 
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It can be shown that 

or(DA) \ = T oD A.t = (D A) Yfi~i 
odj DO '1 odj 1:0 r ° d~O) 

i = 1, ... , n. (4.22) 

This can be done by bringing Do A to the Jordan form and using the simplicity 
of r(Do A). See for example [11, II, §S.4]. Thus (4.20) is equivalent to 

n d, 
r(DA) ~ r(DoA)i~1 diO) ~jYfj' (4.23) 

This inequality was established in [6]. It follows directly from (3.26). 
Indeed suppose that D has positive diagonal elements and let 

DAw = r(DA)w, w = (WI' ... , Wn) > O. (4.24) 

Then according to (3.26) 
1 n w, n dj Wi 1 ~ dj 

(D A) ~ L ~iYfi (D A ) = L ~iYfi d(.O) (DAw) = (DA) i.J ~iYfj d(o)' r ° i= lOW i i= 1 , j r j= 1 j 

which establishes (4.23) for D with positive diagonal. So (4.18) holds in the 
interior of D:. The continuity argument implies the validity of (4.18) on D:. 
Suppose that A is also irreducible. Then B in the decomposition (3.22) is also 
irreducible, since the inverse of block triangular matrix is also a block tri
angular one. As in the proof of Theorem 4.1 strict inequality holds in (4.23) 
unless Do A and DA have the same positive eigenvector. So D = aDo for 
some a > O. This shows that we have strict inequality in (4.18) unless (4.19) 
holds provided that Do·(which is either Dl or D 2) have positive diagonal. 
The proof of the theorem is completed. 

We conclude this section by pointing out that the convexity of r(DA) on 
D: is a st~onger result then the convexity of log r(eQA) on Dn. Indeed, let 

Do = eQo, Qo = diag{q\O), ... , q~O)}, q1°) = log d1°), i = 1, ... , n. (4.2S) 

Suppose that log r(eQA) is convex at Q = Qo' This means 

n or(eQ A) I 
10gr(eQA) ~ 10gr(DoA)+r(DoA)-1 i~l Oqi Q=Q}q,-q~O», 

Q = diag{ql' ... , qn}· 

As in the proof of Theorem 4.3 

(4.26) 

__ = Yf - Ae = r(DoA)Yfiej, i = 1, ... , n (4.27) or(e
Q 

A) I T oe
Q I 

Oqi Q=Qo oqj Qo 

where Yf, e given by (4.21). 
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Thus (4.26) is equivalent to 

Q n (eq,\~,,,, n (dj )~'''' 
r(e A) ~ r(DoA)I1 \d~O~ = r(~oA) I\ d~O) , 
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qj = log db i = 1, ... , n. (4.28) 

Using the. relation between the arithmetic and the geometric means from 
(4.23) we get 

n eq
, n (eq

, )"'~I 
r(eQA) ~ r(DoA) i~l d~O) ejYf, ~ r(DoA) III d~O)' (4.29) 

That is the convexity of r(DA) at Do ED: implies the convexity of log r(eQ A) 
at Qo = log Do. This demonstrates that the convexity ofr(DA) on D: implies 
the convexity of log r(e D A) on Dn. On the other hand if A is a permutation 
matrix P =f=. I then r(PA) is not convex on Dn+ (for details see [6], Section 3), 
while log r(lp) is convex on Dn. 

5. CONVEX FUNCTIONS ON THE SPECTRUM OF 
TOTALLY POSITIVE MATRICES 

• 
A real valued n x n matrix is called a totally (strictly totally) positive matrix 
of order j if all minors of A of order less or equal to j are non-negative 
(positive). We denote these matrices by T PiST Pj)' For j = n we call these 
matrices simply by T P(ST Pl. A matrix A is called oscillating if A is T P and 
some power of A is ST P. It is known that a T P matrix if oscillating if and only 
if 

au > 0, ai(i- 1) > 0, aj(i+ 1) > 0, i = 1, ... , n, A = (a,j)1 ~ O. (S.1) 

In that case A is totally indecomposable. 
If A is TPj then 

Al(A) ~ A2(A) ~ ... ~ AiA) ~ IAk(A)I, k = j + 1, .... n. (S.2) 

If A is STPj then we have strict inequalities in (S.2). See [7] and [10] for proofs 
of these results and additional properties of these matrices. Let A be TPJ• 

Define <p:A --+ IR(A c Dn) as follows 
¢(D) = F(log A1(eD A), ... , log AJ{eD A». (S.3) 

As in Section 2 we are looking for necessary and sufficient conditions on 
F which imply that <P is a convex function on A c Dn for any A which is TIj. 
It turns out that we have an analogous result to Theorem 2.2. To do so we 
need few notations and definitions. Let 1 ~ j ~ n. Put a. = (aI' ... , a} and 
P = (PI' ... , Pj)' We define a. ~ P if (2.12) holds for k = 1, ... ,j. Thus if 
a = (aI' .... an), {J = ({Jl' ... , {In) and a < {J then a. ~ p. Conversely, if a. ~ P 
we can extend a. to a and p to p such that a < {J. A set X s; IR~ is called a 
super convex if X is convex and 

if p E X, a. ~ p, then a. E X. (S.4) 
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Clearly X is super convex in IR-k if and only if it could be extended to X ~ IR~ 
such that X is strongly convex in IR~. Using the above arguments and 
Ostrowski's result (Theorem 2.3) we get 

LEMMA 5.1 Let X be a super convex set in IRj~ . Let F: X -+ IR. Assume that 
FE C(I)(X). Then 

(5.5) 

if and only if 

of of of 
-(a) ~ -(a) ~ ... ~ -(a) ~ 0 (5.6) 
oXI oX2 oXj 

for any a EX. Moreover strict inequality in (5.5) holds for a 1= p if and only if 
of of. of 
-;- (a) > -~ - (eX) if (Xi > (Xi+ l' -;- (eX) > 0 if (X j > O. (5.7) 
uXi uXi+ 1 uXj 

Assume that A is TPj • Denote 

A(})(A) = (AI (A), ... , A){A», log A(})(A) ~ (log Al (A), ... , log A){A»., (5.8) 

THEOREM 5.1 Let A be an n x n non-singular T lj matrix. If j < n then 
log A(j)(e(Dl +D2)/2 A) ~ t log A!)J(eDl A) + log A(})(eD2 A». (5.9) 

Ifj = n then 
(5.10) 

If in addition A satisfies (5.1), or more generally A is totally indecomposable, 
then 

log A(})(e(Dl +D2)/2 A) = t[log A(})(eDl A) + log A(})(eD2 A)] 

for any 1 ~ j ~ n if and only if(4.7) is satisfied for some a. 

Proof Denote by Ck(A) the kth compound of A. Thus 
Ck(eD ) = etpk(D) 

(5.11) 

(5.12) 

where 'I'k is well defined map 'I'k : D n -+ D (~)' It is easy to see using the proper
ties of the compound matrices that 'I'k is a linear map. According to Theorem 
4.2 log reeD Ck(A» is convex on D(~) for k = 1, .. . ,j. Note that the non-singu
larity of A implies that r(Ck(A» > O. Thus log r(etpk(D)Ck(A» is convex on Dn' 
Let 

k 

Rk(D) = I log Ai(e D A). 
i= I (5.13) 

It is well known that 
(5.14) 

Therefore Rk(D) is convex on Dn for k = 1, .. . ,j. This equivalent to (5.9) for 
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j < n. For j = n, Rn(D) is linear on D as 
n 
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Rn(D) = log det(eD A) = L d, + log det(A). (5.15) 
i= I 

This verifies (5.10) if A is a TP matrix. Suppose that in addition A is totally 
indecomposable. According to Theorem 4.2 we have a strict inequality in 
(4.17) unless (4.7) holds. Thus (5.11) can be satisfied if only (4.7) holds. Trivially 
(4.7) implies (5.11). The proof of the theorem is completed. 
THEOREM 5.2 Let X be a super convex set in IRj~ for 1 ~ j ~ n (a strongly 
convex set containing a point (x, (XI > ... > (Xn' ifj = n). Let F:X -+ IR. Assume 
that FE C(l)(X). Let A be a given n x n non-singular T 1) matrix. Consider a 
spectral function 4J: A -+ IR, given by (5.3), where A is a convex set in Dn such 
that 

DEA. (5.16) 

Then, for all such A, 4J is convex if and only if F is convex on X and satisfies 
(5.6) in case that 1 ~ j ~ n. Moreover, if A is totally indecomposable then 4J 
is strictly convex if and only if F is strictly convex and satisfies (5.7). In case 
j = n, 4J is convex (strictly convex provided that A is totally indecomposable) 
if and only ifF satisfies the assumptions of Theorem 2.2. 

Proof A proof of this theorem can be achieved by modifying in the 
obvious way the proof of Theorem 2.2. In fact, all the arguments of the 
proof of Theorem 2.2 carryover if one notices that the identity matrix is T P. 
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The -Dokovic conjecture asserts that 

(n-k+ 1)2 
(+) Pl(A) ~ nk Pl-l(A), k = 2, ... ,n. 

Here A is any doubly stochastic n x n matrix and Pl(A) is the sum of the permanents of all k x k 
submatrices of A. 

We prove that if the case k = I of (+) holds for all I x " I ~ n, doubly stochastic matrices of 
rank two, then all the other cases of (+) also hold for the same matrices. In a preceding paper 
a similar result was obtained for the generalized van der Waerden conjecture. In both cases 
the proof is based on a representation of Pl(A) by means of a function (f(x), g(x» of a pair of 
associated polynomials {f(x), g(x)}. Using this representation we also obtain some results on 
minimizing matrices corresponding to the van der Waerden and to the Dokovic conjectures. 
Finally we outline some properties of the function (!(x), g(x». 

1. INTRODUCTION 

Let A be an n x n matrix, let P(A) be the permanent of A and let Pk(A) be the 
sum of the permanents of all (:)2 k x k sub-matrices of A. Denote by On the 
set of all n x n doubly stochastic matrices and by J n the n x n matrix all of 
whose entries are equal to lin. 

The generalized van der Waerden conjecture [11] asserts that if A EOn' 
then 

Pk(A) ~ Pk(J n), k = 1, ... , n, (1) 

with equality, for k > 1, if and only if A = I n • The ca,se k = n of (1) is the 
(ordinary) van der Waerden conjecture [12] 

n! 
p(A) ~ p(Jn) = n' (2) 

n 
317 


